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Abstract : Recommender systems help users to identify 

particular items that best match their interests or preferences. In 

this paper, we introduce our approach to recommendation based 

on Case-Based Reasoning (CBR). CBR is a paradigm for learning 

and reasoning through experience, based on human reasoning. 

We present a user model based on cases in which we try to 

capture both explicit interests (the user is asked for information) 

and implicit interests (captured from user interaction) of a user 

on a given item. When we apply CBR to recommender systems, 

some problems arise such as the adaptation of user profiles 

according to their interests and preferences over time or the 

utility problem. In order to cope with these problems, our 

approach includes a “forgetting mechanism” based on the drift 

attribute. Other systems have implemented CBR approaches to   

commendation, but unfortunately, only a few evaluate and discuss 

their results scientifically. This paper also proposes an evaluation 

technique based on a combination of real user profiles and a user 

simulator. The results of the simulations show that the forgetting 

mechanism produces an increase in precision, a decrease in 

recall and an important reduction of the number of cases in case 

bases. 

 

Keywords – Metrics, Measure, Case Based Reasoning, Cycle, 

Profile, and Precision. 

1.  Introduction 

In the real world, making a selection from the 

incredible number of possibilities the market offers us 

indeed a laborious work. The main function of the 

assistants is to advise you. In order to do this, first of all, 

they have to learn your tastes, interests and preferences. 

Then, their task consists of looking for information and 

analyzing[5] the market in order to find out things that may 

interest you. Since personal assistants are always in contact 

with you, they also notice your changing interests over 

time. If you cease to be interested in a certain thing, your 

personal assistant takes note and finds out what you are 

presently interested in. Recommender systems draw on 

previous results from machine learning and other AI 

technology advances. Among the various machine-learning 

technologies, we concentrate on Case-Based Reasoning 

(CBR) as a paradigm for learning and reasoning through 

experience, as personal assistants do. The main idea of 

CBR is to solve new problems by adapting the solutions 

given for old ones. However, when we apply CBR to 

recommender systems, there are two things missing. 

Humans have a vast store of experience on which 

to base their decisions. When a new problem comes up, 

humans look for similar problems and try to solve it based 

on the most similar experiences. However, the time 

dimension is also present in the human reasoning process. 

It means that humans have in mind the most recent cases 

and give them the greater importance when making a 

decision. When we are dealing with human interests and 

preferences, the relevance of the most recent cases 

becomes even more important.   

 

2.  Case-Based Recommendation Framework 

The core of CBR is a case base which includes all 

the previous experiences that can give us information we 

can use to deal with new problems. Then, through the 

similarity concept, the most similar [12] experiences are 

retrieved. However, similarity is not a simple or uniform 

concept. Similarity is a subjective term that depends on 

what one’s goals are. For instance, two products with the 

same price would get maximum similarity if the user was 

interested in products with that same price, but would get 

very different similarity for other concepts, such as quality 

[11] or trademark. In our approach, the case base represents 

the user profile and consists of a set of previous 

experiences (cases); that is, items explicitly and/or 

implicitly assessed by the user. Each case contains the item 

description (attributes describing a restaurant in the 

example) and the interest attributes describing the interests 
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of the user concerning the item. These latter attributes can 

be explicitly given by the user or implicitly captured by the 

system. 

 

  This kind of recommendation based on similar items is 

our approach to content-based filtering. With regard to the 

CBR cycle, we reassess the different phases as follows: 

 

a. In the retrieval phase, i.e. a new item, the system 

searches for similar items in the case base in order to find 

out whether the user might be interested in them. Local 

similarity measures are based on item attributes [14]. 

 

b. In the reuse phase, i.e. the retrieved set of similar items, 

the system calculates a confidence value of interest to 

recommend the new item to the user based on explicit and 

implicit interests and the validity of the case according to 

the user’s current interests [8]. 

 

c. In the revision phase, i.e. the relevance feedback of the 

user, the system evaluates the user’s interest in the new 

item. The idea is to track user interaction with the system 

to get to know relevant information about the user’s 

interest in the recommended item, as well as explicit and 

implicit information, in order to retain the new case. 

 

d. In the retain phase, the new item is inserted in the case 

base with the interest attributes that were added in the 

revision phase. In order to control the case base size, it is 

also important to know if the user ever gives new feedback 

[6] about items in the case base. In such a case, it is 

necessary to forget these interests with time. We propose 

the use of a new attribute that we call the drift attribute, 

which will be aware of such changes in user preferences 

and contribute to case maintenance. In the following 

sections the structure of the case base and the different 

CBR phases of the new approach are detailed. 

 

3.  Evaluation Metrics 
 

A set of metrics [6] are proposed in order to 

evaluate recommender systems: precision, recall, measure, 

fallout, cases, diversity and accuracy. 

 

3.1 Precision 

 

The Precision measure   is the fraction of the 

selected items which are relevant to the user’s information 

need. It is also a measure of selection effectiveness and 

represents the probability [4] that a selected item is 

relevant. Precision is calculated with the following 

formula: 

 

Where s is the number of successful recommendations and 

n is the number of recommendations. The result is a real 

value ranging from 0 to 1. Precision [9] can also be seen as 

the probability that a recommendation be successful. 

 
3.2 Recall 

 

The Recall measure is the fraction of the actual set 

of relevant items which have been correctly classified as 

relevant. It is a measure of selection effectiveness and 

represents the probability [13] that a relevant document 

will be selected. It is interesting to evaluate the number of 

recommendations that the system makes, since; of course, a 

recommendation algorithm that recommends all the items 

will obtain all the possible successes. Recall is computed as 

follows:  

 
Where n is the number of recommendations and t is the 

total number of possible recommendations. The result of 

this formula is a real number ranging from 0 to 1. Recall 

can also be seen as the probability that an item be 

recommended. 

 
3.3 F-Measure 

 

It is, on occasion, important to evaluate precision 

and recall in conjunction, because it is easy to optimize 

either one separately [15]. The F-Measure consists of a 

weighted combination of precision and recall which 

produces scores ranging from 0 to 1. When recall increases, 

precision decreases. Weighting measure between precision 

and recall called the f-measure.  However, we have used a 

variation of this measure, where the weights[9] are 

controlled by a parameter b [4]. This new approach is 

calculated as follows: 

 

 
Where P is precision, R is recall and b is the weighting 

factor [1]. For example, b = 0.0 means that FM = precision; 

b = unlimit means that FM = recall; b = 1.0 means that 

recall and precision are equally weighted; b = 0.5 means 

that recall is half as important as precision; and b = 2 

means that recall is twice as important as precision. We can 

also see this measure as a modification of precision by 

recall. 

 
3.4   Fallout 

 

The Fallout measure   is the fraction of the non-

relevant items selected. It is a measure of rejection 

effectiveness. We use Fallout to evaluate the percentage of 
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failed recommendations. It is computed like precision, but 

instead of measuring the recommendations successfully 

evaluated by the user, we take into account the number of 

recommendations that the user has valuated as bad. Fallout 

is calculated with the following formula: 

 
Where u is the number of failed recommendations and n is 

the number of    recommendations. Fallout can also be seen 

as the probability[5] that a recommendation be a failure. 

The result is a real value confined to the [0-1] interval, 

although fallout charts represent F normalized between 0 

and 100. A fallout value close to 0 means that the system 

never recommends bad choices; a fallout value of 1 means 

that the system is always recommending uninteresting 

items to the user. 

 
 

3.5. N Cases  

 

The study of the average number of items (cases) 

contained in the user profile (case base) over time is very 

important, since it is desirable to reduce the size of the user 

profiles (solving the utility problem) while preserving or 

even increasing precision (while adapting the profile to the 

user). Certainly, the forgetting mechanism will reduce the 

time and the capacity needed by the algorithms to perform 

a recommendation. 

Thus, Cases is calculated as follows: 

 
Where NCi is the number of items at the moment i, and k is 

the number of moments. That is, the simulation time has 

been split into k units and, in each unit, the number of cases 

in the case base NCi has been measured. At the end of the 

simulation, the average is computed. Cases is not 

normalized, therefore, this number is relative to the total 

number of possible recommendations. What we want to 

study is the difference between the different Cases from the 

point of view of different parameters that the forgetting 

mechanism depends on. 

 
3.6 Diversity 

 

How the reduction of the number of items 

contained in the user profile affects the diversity within the 

resulting profiles is an interesting phenomenon for study. 

To evaluate the diversity, we propose using a well-known 

clustering method that calculates the number of groups of 

similar items contained in the profile. The clustering 

algorithm that we have implemented belongs to a particular 

subset of clustering methods knows as SAHN[11]: 

Sequential, Agglomerative, Hierarchical and Non-

overlapping methods. The proposed algorithm can be 

summarized as follows: 

 
3.7 Evaluation Methods  

  

STEP 0: Construction of an initial similarity matrix that 

contains the pair wise Measures of proximity between the 

different items of the user profile. 

 

STEP 1: Selection of the two items that are most similar. 

These alternatives will form a new cluster. 

 

STEP 2: Modification of the similarity matrix creating a 

cluster with the selected items and recalculating the 

similarity between the new cluster and the remaining 

objects. Similarity is calculated with an Arithmetic 

Average criterion where the similarity between a given 

item and the cluster is the average similarity between the 

items composing the cluster and the given item. 
 

STEP 3: Repeat steps 1-2 until the two most similar items 

have a similarity value over a threshold α. This threshold 

has to be defined previously, taking into account that it 

determines the abstraction level achieved. Increasing the 

threshold we obtain a smaller number of wider (more 

general) clusters [13]. The number of clusters obtained 

after the execution of the proposed algorithm is the 

diversity measure that allows system simulations 

performed with different parameters to be compared. Thus, 

a key task is to select a suitable α. Depending on this 

parameter, the number of clusters constituting the user 

profile will change. A low α means that only the most 

similar cases join up and, therefore, the algorithm gives a 

high number of clusters.  

 

4.  Profile Discovering 

In order to solve all the shortcomings of the 

current techniques while benefiting from their advantages, 

we propose a method of results acquisition called “the 

profile discovering procedure”. This technique can be seen 

as a hybrid approach between real or laboratory evaluation, 

log analysis and user simulation. First of all, it is necessary 

to obtain as many real user profiles as possible. These 

profiles must contain subjective assessments of the items 

(preferably explicit evaluations of the user, although the 

implicit information obtained from the user interaction with 

the system is also useful). It is desirable to obtain these 

user profiles through a real or laboratory evaluation 

although it implies a relatively long period of time. 

However, it is also possible and faster to get the user 

profiles through a questionnaire containing all the items 

which the users have to evaluate. Once the real user 

profiles are available, the simulation process; that is the 
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profile discovering procedure starts. It consists on the 

following steps: 

 

a. Generation of an initial user profile (UP) from the real 

user profile (RUP, UP ⊂ RUP). 

b. Emulation of the real recommendation process, where a 

new item (r) is recommended From the UP[9]. 

 

c. Validation of the recommendation: Otherwise, r is 

rejected. 

 

d. Repeat 2 and 3 until the end of the simulation. 

 

As in the real evaluation, the simulation process 

starts with the generation of an initial user profile[2]. It is 

desirable to initially know as much as possible from the 

user in order to provide satisfactory recommendations from 

the very beginning. Analyzing the different initial profile 

generation techniques, namely: manual generation, empty 

approach, stereotyping and training set, we found different 

advantages and drawbacks. In manual generation, the user 

tailors his or her own profile.  

 

 

 

 

 

 

 

 

(Fig. 1 User Profile Structure) 

5.  Conclusion 

This paper has focused on the study of 

recommender systems. In particular, we have proposed a 

recommender system consisting of collaborative 

recommender agents based on case-based reasoning (CBR) 

and trust. The CBR cycle has been redefined in order to 

perform the recommendation task. Assuming that the user 

has similar interests in similar items, the recommender 

system predicts the 195 user preferences in new items from 

the implicit/explicit interest given by the user in similar 

items. 

  

6.   Future Work 

The design of a recommender system involves the 

consideration of a wide range of questions. In addition to 

the different solutions which have been adopted and 

described in this paper, many ideas have been proposed, 

discussed and finally rejected. On the other hand, other 

questions have remained as undeveloped ideas, which need 

to be analyzed further and worked on in depth in future 

work.  
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